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#### Abstract

Decim is a new stream cipher designed for hardware applications with restricted resources. The design of the cipher is based on both a nonlinear filter LFSR and an irregular decimation mechanism recently introduced and called the ABSG. Apart from the security aspects, the design goal is to produce a stream cipher with a compact hardware implementation and operating at high rates. Excluding the tricky case of Time-MemoryData trade-off attacks, the best attacks that have been identified by the authors are at least as difficult as exhaustive search.


## 1 Introduction

Decim is a binary additive stream cipher, that is, a synchronous stream cipher in which the keystream $Z$, the plaintext $M$ and the ciphertext $C$ are sequences of binary digits; the sequence $Z$ is added bitwise to the plaintext $M$ to produce the ciphertext $C$.

The most important aspect for the cipher is its resistance against different attacks. One of the most serious threat against the security of stream cipher systems is the class of algebraic attacks. It consists in finding a large number of algebraic relations that relate the running key and a linear combination of the secret key bits. When the cipher is clocked in a simple and/or easily predictable way, finding such algebraic relations is most of the time not difficult. One interesting method to make the relations between the running key and a linear combination of the secret key bits more complex is to add a component that would de-synchronize the output bits of the cipher from the clock of the LFSR.

[^0]Taking into account the last remark, Decim has been developed around the ABSG mechanism which was first presented at the ECRYPT Workshop State of the art of stream ciphers [10] and published in [11]. The ABSG is a scheme that, like the Shrinking Generator (SG) [5] and the Self-Shrinking Generator (SSG) [16], provides a method for irregular decimation of pseudorandom sequences. The ABSG has the advantage on the one hand over the SG that it operates on a single input sequence instead of two and on the other hand over the SSG that it operates at a rate $1 / 3$ instead of $1 / 4$ (i.e. producing $n$ bits of the output sequence requires on average $3 n$ bits of the input sequence). The best known attack on the ABSG mechanism when filtering a maximum-length LFSR of length $L$ has complexity $\mathcal{O}\left(2^{\frac{L}{2}}\right)$ and requires $\mathcal{O}\left(L 2^{\frac{L}{2}}\right)$ keystream bits.

The general running of DECIM consists in generating a pseudorandom sequence clocked in a predictable way, that is, the output of a maximum-length LFSR filtered by a symmetric Boolean function, which is next filtered by the ABSG mechanism.

The outline of the paper is as follows. In Section 2, we give an overview of DECIM. In Section 3, we provide a full description of Decim and we explain the design choices in Section 4. In Section 5, we give an overview of different methods for cryptanalysis. In Section 6, we discuss the hardware implementation of DECIM. Finally, we sum up the strengths and advantages of DECIM in Section 8.

## 2 Overview of Decim

Decim takes a 80-bit length secret key $K$, a plaintext message $M$ and a 64 -bit ${ }^{1}$ length public initialization vector $I V$ as an input to produce the ciphertext $C$.

The size of the inner state of DECIM is 192 bits. Both the IV injection mechanism and the output function rely on the following components:

1. a maximum-length LFSR of length 192 with a primitive feedback polynomial $P$;
2. a Boolean function $f$ of 7 variables; $f$ is used twice for filtering the internal state of the LFSR;
3. the ABSG decimation mechanism.

In addition, we describe a buffering mechanism in order to guarantee a constant throughput for the keystream.

The keystream generation mechanism is described in Figure 1. The bits of the internal state of the LFSR are numbered from 0 to 191 , and they are denoted by $\left(x_{0}, \ldots, x_{191}\right)$. The Boolean function $f$ is involved twice in the keystream generation; we denote by $f_{1}$ and $f_{2}$ the two uses of the Boolean function.

The sequence output by the LFSR, that is, the sequence of the linear feedback values, is denoted by $\mathbf{s}=\left(s_{t}\right)_{t \geq 0}$. The sequences output by the functions $f_{1}$ and $f_{2}$ are denoted respectively by $\mathbf{y} \mathbf{1}=\left(y 1_{t}\right)_{t \geq 0}$ and $\mathbf{y} \mathbf{2}=\left(y 2_{t}\right)_{t \geq 0}$. Let $x_{i_{1}}, \ldots, x_{i_{14}}$ denote the 14 initial internal state bits of the LFSR that are the inputs of the functions $f_{1}$ and $f_{2}$. The sequences $\mathbf{y}_{1}$ and $\mathbf{y}_{2}$ are defined by:

$$
y 1_{t}=f\left(s_{i_{1}+t}, \ldots, s_{i_{7}+t}\right)
$$

[^1]$$
y 2_{t}=f\left(s_{i_{8}+t}, \ldots, s_{i_{14}+t}\right)
$$

Each LFSR clock contributes two bits to the sequence $\mathbf{y}$ which is constructed from $y_{1}$ and $y_{2}$ as follows :

$$
\mathbf{y}=y 1_{0}, y 2_{0}, y 1_{1}, y 2_{1}, y 1_{2}, y 2_{2}, y 1_{3}, y 2_{3}, \ldots
$$

The ABSG takes as an input the sequence $\mathbf{y}=\left(\left(y 1_{t}, y 2_{t}\right)\right)_{t \geq 0}$. The sequence output by the ABSG is denoted by $\mathbf{z}=\left(z_{t}\right)_{t \geq 0}$.


Figure 1: DECIM keystream generation

## 3 Specification

### 3.1 The filtered LFSR

This section describes the filtered LFSR that generates the sequence $\mathbf{y}$; the sequence $\mathbf{y}$ is the input of the ABSG mechanism.

The LFSR. The underlying LFSR is a maximum-length LFSR of length 192 over $\mathbf{F}_{2}$. It is defined by the following primitive feedback polynomial:

$$
\begin{array}{r}
P(X)=X^{192}+X^{189}+X^{188}+X^{169}+X^{156}+X^{155}+X^{132}+X^{131}+X^{94}+X^{77}+X^{46} \\
+X^{17}+X^{16}+X^{5}+1
\end{array}
$$

and the recursion that corresponds to $P$ for the LFSR is

$$
\begin{aligned}
s_{192+n}= & s_{187+n} \oplus s_{176+n} \oplus s_{175+n} \oplus s_{146+n} \oplus s_{115+n} \oplus s_{98+n} \oplus s_{61+n} \\
& \oplus s_{60+n} \oplus s_{37+n} \oplus s_{36+n} \oplus s_{23+n} \oplus s_{4+n} \oplus s_{3+n} \oplus s_{n} .
\end{aligned}
$$

The filtering function $f$ The Boolean function $f$ which is applied for the filtering of the LFSR internal state is the symmetric function of 7 variables defined by:

$$
f\left(x_{i_{1}}, \ldots, x_{i_{7}}\right)=\sum_{1 \leq j<k \leq 7} x_{i_{j}} x_{i_{k}} .
$$

In order to increase the number of bits of the sequence $\mathbf{y}$ produced per LFSR clock, the function $f$ is involved twice (under the name $f_{1}$ and $f_{2}$ ) to filter the LFSR internal state. Both filters $f_{1}$ and $f_{2}$ apply to different subsets of the LFSR state bits (see Figure 1). Namely,

- the tap positions of $f_{1}$ are 13240101164178 187;
- the tap positions of $f_{2}$ are 6860116145181191 .

In other words, the inputs of the ABSG at the stage $t$ consist of two bits

$$
\begin{aligned}
y 1_{t} & =f\left(s_{t+1}, s_{t+32}, s_{t+40}, s_{t+101}, s_{t+164}, s_{t+178}, s_{t+187}\right) \\
y 2_{t} & =f\left(s_{t+6}, s_{t+8}, s_{t+60}, s_{t+116}, s_{t+145}, s_{t+181}, s_{t+191}\right)
\end{aligned}
$$

### 3.2 Decimation

This part describes how the keystream sequence $\mathbf{z}$ is obtained from the sequence $\mathbf{y}$.
The action of the ABSG on $\mathbf{y}$ consists in splitting $\mathbf{y}$ into subsequences of the form $\left(\bar{b}, b^{i}, \bar{b}\right)$, with $i \geq 0$ and $b \in\{0,1\} ; \bar{b}$ denotes the complement of $b$ in $\{0,1\}$. For every subsequence $\left(\bar{b}, b^{i}, \bar{b}\right)$, the output bit is $b$ for $i=0$, and $\bar{b}$ otherwise. The ABSG algorithm is given in Figure 2.

```
Input: \(\left(y_{0}, y_{1}, \ldots\right)\)
Set: \(i \leftarrow 0 ; j \leftarrow 0\);
Repeat the following steps:
    1. \(e \leftarrow y_{i}, z_{j} \leftarrow s_{i+1}\);
    2. \(i \leftarrow i+1\);
    3. while \(\left(y_{i}=\bar{e}\right) i \leftarrow i+1\);
    4. \(i \leftarrow i+1\);
    5. output \(z_{j}\)
    6. \(j \leftarrow j+1\)
```

Figure 2: ABSG Algorithm

### 3.3 Buffer mechanism

The rate of the ABSG mechanism is irregular and therefore we use a buffer in order to guarantee a constant throughput, that is, a first-in-first-out queuing technique.

For every $\alpha$ bits that are input into the ABSG, the buffer is supposed to output one bit exactly. If the ABSG outputs one bit when the buffer is full, then the newly computed bit is not added into the queue, i.e. it is dropped. Here, we suggest a hardware speed up mechanism in order to input 4 bits per clock into the ABSG instead of 2 bits per clock (see Section 6 for details).

Assuming that the initial inner state has been computed (it is denoted by $z_{0}, \ldots, z_{191}$ ), the ABSG mechanism starts at the beginning of a loop and the buffer is empty. The keystream generation process starts when the buffer is full. With the implementation where 4 bits enter the ABSG at each step, we propose to use a buffer of length 32 . For these parameters, the probability that the buffer is empty while it has to output one bit is less than $2^{-89}$. Nonetheless, we propose that, if the buffer cannot output a bit on time, then the ABSG mechanism is suspended until the buffer is full again; it means that in this case, at each clock, the 4 bits to input into the ABSG enter the buffer instead. It might well be that hardware designer simply ignore this problem, given the probability of it to happen.

### 3.4 Key Schedule and IV Injection

This subsection describes the computation of the initial inner state for starting the keystream generation.

Notice that the hardware speed up mechanism which is used during the keystream generation (see Section 6) is not used for the key schedule and IV injection.

### 3.4.1 Initial value of the LFSR state

The secret key $K$ is a 80 -bit key. The 64 -bit IV is expanded to a 80 -bit length vector by adding zeros from position 64 up to position 79 .

The initial value of the LFSR state is computed as follows.

$$
x_{i}= \begin{cases}K_{i} \vee I V_{i} & \text { for } 0 \leq i \leq 55 \\ K_{i-56} \wedge \overline{I V_{i-56}} & \text { for } 56 \leq i \leq 111 \\ K_{i-112} \oplus I V_{i-112} & \text { for } 112 \leq i \leq 191\end{cases}
$$

The number of possible initial values of the LFSR state is $2^{2 \times 56+24}=2^{136}$. Indeed, for every $i \in \llbracket 0 ; 55 \rrbracket$, the values $K_{i}$ and $I V_{i}$ are uniquely determined by $K_{i} \vee I V_{i}, K_{i} \wedge \overline{I V_{i}}$ and $K_{i} \oplus I V_{i}$. The 24 remaining bits of $K$, i.e. $K_{56}, \ldots, K_{79}$, and the 8 remaining bits of IV, i.e. $I V_{56}, \ldots, I V_{63}$, are used once with an XOR operation.

### 3.4.2 Update of the LFSR state

The LFSR is clocked 192 times using the two following transformations.
Computation of the non-linear feedback value $x_{191}$. Let $y 1_{t}$ (resp. $y 2_{t}$ ) denote the output of $f_{1}$ (resp. $f_{2}$ ) at time $t$. Let $l v_{t}$ denote the linear feedback value at time $t>0$. Then, the value of $x_{191}$ at time $t$ is computed as shown in Figure 3 using the equation:

$$
x_{191}=l v_{t} \oplus y 1_{t} \oplus y 2_{t} .
$$

Permutations over 7 elements. After each LFSR clock, the values $y 1_{t}\left(\right.$ resp. $\left.y 2_{t}\right)$ are computed in order to obtain the feedback bit. Afterwards, one of two permutations denoted $\pi_{1}$ and $\pi_{2}$ is applied on 7 elements of the current LFSR state. At each clock, two bits are input to the ABSG and if the output of the ABSG is 1 , then $\pi_{1}$ is applied, otherwise the output of


Figure 3: Computation of $x_{191}$
the ABSG is $\varepsilon$ or 0 and $\pi_{2}$ is applied. Notice that, the probability that the ABSG outputs a bit is $2 / 3$ and then, $\pi_{1}$ is applied with probability $1 / 3$ and $\pi_{2}$ is applied with probability $2 / 3$.

The permutations $\pi_{1}$ and $\pi_{2}$ are defined by:

$$
\pi_{1}=(163)(4527), \quad \pi_{2}=(1473526) .
$$

The permutation is applied on the tap positions $5,31,59,100,144,177,186$.
We sum up the keystream generation mechanism: the initial LFSR state is computed from the 80 -bit key and the 64 -bit IV as described in subsection 3.4.1 and the following steps are repeated 192 times:

1. computation of the non-linear feedback value;
2. application of $\pi_{1}$ or $\pi_{2}$;
3. shift of the LFSR.

Then, the keystream generation mechanism is used to produce 192 bits $z_{0}, \ldots, z_{191}$. We define the initial inner state for starting the keystream generation by $k=z_{0} \ldots z_{191}$.

## 4 Design rationale

This section describes the design choices.

### 4.1 The filtered LFSR

The LFSR The length of the LFSR, which corresponds to the size of the internal state of the cipher, must be at least 160 in order to avoid time-memory-date trade-off attacks. We would like to have some security margin. Most notably, we need to deal with a reduction of the size of the potential initial state due to the initialization procedure (see Section 4.4). Therefore, a 192 -bit LFSR has been chosen.

The choice of the primitive feedback polynomial $P$ must be made in accordance with the following constraints. The differences between two consecutive positions of the inputs of the feedback polynomial are pairwise coprime. Furthermore, the weight of $P$ must be large enough in order to prevent the existence of sparse multiples with low degree that could be exploited in fast correlation attacks or in distinguishing attacks. However, we do not want the weight of $P$ to be too large, in order to reduce the overall computational time of the cipher.

The filtering function Since Decim is a hardware-oriented cipher, the Boolean filtering function must have a low-cost hardware implementation. Moreover, it must satisfy some well-known cryptographic properties. It has to be noticed that not all usual cryptographic criteria are necessarily relevant since the sequence $\mathbf{y}$ is the input sequence of the ABSG mechanism. First, the Boolean function $f$ must be balanced. The Boolean function $f$ is expected to be far from an affine function (using the Hamming distance). Furthermore, we think that the propagation criterion (PC) might be considered in order to prevent differential attacks on the initialization vector. Then, we want to choose a Boolean function $f$ such that most of the derivative functions $x \mapsto D_{u} f(x)=f(x)+f(x+u)$ are balanced. In other respects, requiring correlation-immunity seems irrelevant for filtering purposes. In order to get an efficient computation of the function, the Boolean function $f$ has been chosen to be symmetric, i.e. the value of $f$ only depends on the Hamming weight of the input. The symmetric Boolean functions that best fulfill the previous mentioned criteria are quadratic and have an odd number of input variables. For instance, among symmetric functions, only the quadratic ones satisfy the propagation criterion of degree greater that $1[9,19,4]$, and quadratic symmetric functions of 7 variables possess the highest possible nonlinearity for a 7 -variable function [15].

Two copies of the function are involved for filtering the LFSR internal state in order to increase the number of bits entering the ABSG at each step. The main reason is that the throughput of the cipher and the size of the buffer highly depends on this parameter.

Assuming knowledge of the keystream $\mathbf{z}$, an attacker will have to guess some bits of the sequence $\mathbf{y}$ in order to attack the function $f$. The knowledge of the bits of $\mathbf{y}$ directly yields to equations in the bits of the initial state of the LFSR. Thus, the number of monomials in the bits of the initial state of the LFSR that are involved in these equations has to be maximized. Moreover, this number has to grow quickly during the first clocks of the LFSR. This implies the following two conditions:

1. each difference between two positions of bits that are input to $f_{1}$ or $f_{2}$ should appear once;
2. some inputs of $f_{1}$ or $f_{2}$ should be taken at positions near the one of the feedback bit (which means that some inputs should be leftmost on Figure 1).

Finally, the tap positions of the inputs of the Boolean functions $f_{1}$ and $f_{2}$ and the inputs of the feedback relation should be independent.

### 4.2 Decimation

The ABSG mechanism, like the Self-Shrinking Generator, consists of compressing the input sequence in a very simple way. The ABSG has the advantage over the Self-Shrinking Generator that it operates at a rate of $1 / 3$ instead of $1 / 4$ (i.e. producing $n$ bits of the output sequence requires on average $3 n$ bits of the input sequence).

The ABSG operates a highly nonlinear transformation. As an irregular decimation, it prevents algebraic attacks and some fast correlation attacks.

The best known attack on the ABSG mechanism [11] when filtering a maximum-length LFSR of length $L$ has complexity $\mathcal{O}\left(2^{\frac{L}{2}}\right)$ and requires $\mathcal{O}\left(L 2^{\frac{L}{2}}\right)$ keystream bits. This attack is based on the fact that, given an output bit $b$, the probability that $b$ was output by the pattern $b b$ in the input is $1 / 2$. A necessary condition on the sequence $\mathbf{y}$ to make this attack
inefficient, that is, having a complexity greater than $\mathcal{O}\left(2^{80}\right)$, is to make the linear complexity of the sequence $\mathbf{y}$ be greater than 160 .

### 4.3 The buffer mechanism

The buffer mechanism guarantees a constant throughput for the keystream. However, the buffer must have a reasonable length since the keystream stream generation process starts when the buffer is full.

We analyze the buffer supposing that the inputs of the ABSG are random. Let $\ell$ be the length of the buffer. We assume that $\alpha$ bits are input to the ABSG when the buffer is supposed to output one bit exactly. What we want to do is to determine $\alpha$ and $\ell$ such that the probability that the buffer becomes empty is sufficiently low. This is similar to the method proposed in [5] in the case of the Shrinking Generator. However, the analysis is more difficult here. Indeed, for the Shrinking Generator, the probability that, at a given clock, a bit is output, does not depend on what happened beforehand, whereas in the case of the ABSG, this probability depends on the previous clock when one bit was output.

Suppose that, during the process, the buffer cannot output one bit because it is empty. This is equivalent to the existence of a pair $(t, n)$ such that

1. at time $t$, the buffer contains $\ell$ bits, and outputs 1 bit (so that it contains $\ell-1$ bits afterwards);
2. for every $j$, with $0<j<n$, after the input of $\alpha j$ bits into the ABSG starting from $t$, the buffer never contains $\ell$ bits and it can always output a bit in time;
3. after the input of $\alpha n$ bits into the ABSG starting from time $t$, the buffer is empty while it has to output one bit.

We are going to compute the probability $P_{\alpha, \ell}$ that, for a given $t$ that satisfies condition 1 , there exists an $n$ such that the pair $(t, n)$ satisfies conditions 1,2 and 3. Let $U_{\alpha, \ell}(n)$ be the set of all the finite sequences of length $\alpha n$ such that, when input to the ABSG, the output is strictly less than $n-\ell$-bit-long. Then we have:

$$
P_{\alpha, \ell}=P(\exists n, 2 \text { and } 3 \text { are verified }) .
$$

Now, if for some $n$, conditions 2 and 3 are verified, then the finite sequence $S(n)$ consisting of the $\alpha n$ bits input to the ABSG from $t+1$ until $t+n$ belongs to $U_{\alpha, \ell}(n)$. Thus, we obtain:

$$
P_{\alpha, \ell} \leq P\left(\exists n, S(n) \in U_{\alpha, \ell}(n)\right) \leq \sum_{n \geq 0} P\left(S(n) \in U_{\alpha, \ell}(n)\right) .
$$

The number of sequences of length $x$ that produce at least $y$ output bits when they are input to the ABSG is given by (combinatorial result):

$$
N(x, y)=\sum_{p \geq y}\left[2^{p+1}\binom{x-p-1}{p}+2^{p}\binom{x-p-1}{p-1}\right] .
$$

Thus, we have $\# U_{\alpha, \ell}(n)=2^{\alpha n}-N(\alpha n, n-\ell)$, and we deduce

$$
P\left(S(n) \in U_{\alpha, \ell}(n)\right) \leq 1-\frac{N(\alpha n, n-\ell)}{2^{\alpha n}} .
$$

We eventually obtain

$$
P_{\alpha, \ell} \leq P_{\alpha, \ell}^{\prime}=\sum_{n \geq 0}\left(1-\frac{N(\alpha n, n-\ell)}{2^{\alpha n}}\right)
$$

Suppose now that we want the buffer to output $N$ bits. The probability $P_{\alpha, n}(N)$ that the buffer will not output one bit because it is empty before finishing is at most

$$
\begin{aligned}
P_{\alpha, n}(N) & =\sum_{t=0}^{N-1} P(\exists n,(t, n) \text { satisfies } 1,2 \text { and } 3) \\
& =\sum_{t=0}^{N-1} P(t \text { satisfies } 1) P_{\alpha, \ell} \\
& \leq N P_{\alpha, \ell} \\
& \leq N P_{\alpha, \ell}^{\prime} .
\end{aligned}
$$

These results point out that the use of a buffer with a reasonable size implies that the number of bits $\alpha$ entering the ABSG must not be too small.

For instance, for $k=32$ and $\alpha=4$, we find experimentally $2^{-90}<P_{4,32}^{\prime} \sim 1.286^{-27}<$ $2^{-89}$. As detailed in Section 6, we suggest a hardware speed up mechanism in order to input 4 bits per real clock into the ABSG with a buffer of length 32, which consists in splitting the register and doubling the number of connections. This is enabled by the weight of the polynomial and the number of entries of the Boolean functions. Then, for $N$ expected output bits, the probability that the buffer will get empty and not be able to output one bit before completing the task is lower than $N \cdot 2^{-89}$.

Remark 1 In the previous computation, we did not take into account the fact that the number $N(x, y)$ is for finite sequences of length $x$ that are input to the $A B S G$ at the beginning of a loop. If the $A B S G$ algorithm starts in the middle of a loop, then the first loop is shorter, and $N(x, y)$ does not apply for finite sequences of length $x$ that are input into the $A B S G$ in the middle of a loop. Then, in our computations, $N(x, y)$ should be replaced with a higher value. This would mean replacing $1-\frac{N(\alpha n, n-\ell)}{2^{\alpha n}}$ with a smaller value. Therefore, all the inequalities and computations we wrote remain valid.

### 4.4 Key schedule and IV injection

The main components of the keystream generation are re-used for the key schedule and the IV injection. In addition, two small permutations (over 7 elements) are involved.

By using a 80-bit key and a 64-bit IV, the number of possible initial states is at most $2^{144}$. In the present case, the number of possible LFSR initial states is $2^{136}$. The key schedule includes a non-linear feedback mechanism that is repeated $L$ times, where $L$ is the length of the register. Thus, in order to deal with the reduction of the potential internal state of the register during this phase, and considering that this non-linear feedback behaves randomly, we chose $L=192$ to ensure that the final internal state was at least twice the key length, that is, 160 .

## 5 Security properties

In [12] and next in [3], Time Memory Trade-offs for stream ciphers are discussed. This kind of attacks can be applied if the state space of the cipher is too small. Then, a known necessary condition on the state size of a stream cipher is that it has to be at least twice as large as the secret key length.

We recall the results given in [3]. Let $D$ denote the number of frames, $P$ be the precomputation time, $T$ be the time of the online attack and $M$ be the memory which allows to recover the secret key of one frame.

Attack 1 If the IV size is smaller than half the key size, then it is possible to mount a TMD attack in which $D, P, T$ et $M$ are all smaller than exhaustive key search. This attack applies when using a 32 -bit IV and a 80 -bit key.

Attack 2 If the IV size is smaller than the key size, then it is possible to mount a TMD attack in which no restriction is imposed on the precomputation time $P$, and the complexities $D, T$ and $M$ are smaller than exhaustive key search. This attack applies when using a 64 -bit IV and a 80 -bit key.

The computation of the initial value of the LFSR state given in subsection 3.4.1 for 64-bit IV can be adapted for 80 -bit IV. Then, using a 80 -bit $K$ and a 80 -bit IV, we suggest to compute the initial value of the LFSR state as follows.

$$
x_{i}= \begin{cases}0 & \text { for } 0 \leq i \leq 31 \\ K_{i-32} \oplus I V_{i-32} & \text { for } 32 \leq i \leq 111 \\ K_{i-112} & \text { for } 112 \leq i \leq 191\end{cases}
$$

The number of possible initial values of the LFSR state is $2^{160}$.
Since the ECRYPT call for papers states an 64 -bit IV, we use the following security model.

### 5.1 Security model

Decim is supposed to have a security of 80 bits using the following security model. The attacker is a probabilistic Turing Machine with access to a black box (oracle) that accepts the following three instructions:

- Reset which generates a random key;
- Init with a 64 -bit input which initializes the internal state of the stream cipher with a new chosen IV;
- GetStream with a 1-bit output which generates the next bit of the stream.

The attacker's goal is to distinguish with probability $2 / 3$ between a black box that generates random output, and a black box that implements the stream cipher. The attacker is allowed to do $2^{80}$ elementary operations, an instruction to the black box being an elementary operation. This security model falls under the remarks made by Hong and Sarkar [12] on the Time/Memory trade-off attacks, because the precomputation time is not bounded by our model. We do not know of a formal security model that restricts the precomputation time, i.e.
that only allows the attacker to be one of the probabilistic Turing machines that can be built in a reasonable time from the current content of today's computers. Therefore, our claim is that Decim is secure against an attacker that is not allowed to benefit from a precomputation which is more expensive than the exhaustive search for the secret key.

### 5.2 Guess-and-determine attack focusing on $z$

As mentioned in Section 4.2, the best known attack on the ABSG filtering a single maximumlength LFSR is based on a guess of the most favourable case. Such a guess requires $\ell$ output bits in order to guess $2 \ell$ inputs bits. The guess is correct with probability $\frac{1}{2^{\ell}}$. In order to check the correctness of his guess, the attacker should try to solve the equations in the bits of the initial state of the LFSR that arise from the bits of $\mathbf{y}$ he has guessed.

This attack can be used in order to reconstruct $2 L$ consecutive bits of the sequence $y$ from $L$ consecutive bits of the sequence $z$; it costs $\mathcal{O}\left(2^{\frac{L}{2}}\right)$ and requires $\mathcal{O}\left(L 2^{\frac{L}{2}}\right)$ bits of $z$.

Let $\Lambda(y)$ denote the linear complexity of $y$. Then, the minimal length of a linear feedback shift register which generates the sequence $y$ is $\Lambda(y)$. The previous attack can be used to reconstruct the initial state of the equivalent LFSR that generates the sequence $y$. Then, this attack costs $\mathcal{O}\left(2^{\frac{\Lambda(y)}{2}}\right)$ to recover $\Lambda(y)$ consecutive bits of $y$.

We have checked that the linear complexity of $y$ is the best linear complexity expected according to the choice of the Boolean function and the primitive polynomial, that is, $\Lambda(y)=$ $2 \times 18528=37056$.

### 5.3 Guess-and-determine attack coursing on $y$

The aim of this attack is to reconstruct the initial inner state by choosing, for every bit $b$ of the sequence $y$, the most probable Hamming weight of the input of the Boolean function $f_{1}$ and $f_{2}$. The Hamming weight of $f^{-1}(0)$ equals 4 with probability $\frac{35}{64}$ and the Hamming weight of $f^{-1}(1)$ equals 3 the same probability, that is $\frac{35}{64}$.

At each LFSR clock, both $f_{1}$ and $f_{2}$ output one bit. Recall that we have $f=f_{1}=f_{2}$ where $f$ is a quadratic symmetric Boolean function and the number of monomials $X_{i, j}=x_{i} x_{j}$ of $f$ equals 21. Then, at each LFSR clock, the number of new variables $X_{i j}=x_{i} x_{j}$ is at most 42. By considering the tap positions of $f_{1}$ and $f_{2}$, we get that one can recover 100 variables with a complexity greater that $\mathcal{O}\left(2^{87}\right)$.

### 5.4 Distinguishing attack

We mention the possibility of a distinguishing attack similar to the distinguishing attack on the Self-Shrinking Generator given in [7]. In order to make this attack inefficient, the feedback polynomial has been chosen carefully, i.e. it has not low Hamming weight multiples at least for the first $2^{40}$ next degrees.

### 5.5 Side channel attacks

Such attacks on keystream generators are based on exploiting for instance the time or power consumption depending on the value of the secret key and the initialization vector. Timing measurements at the output of the keystream generator is useless since a buffer is used and the throughput is constant. However, if the attacker gets timing information from the internal keystream generator, then timing attacks apply.

## 6 Hardware implementation

We provide a description of the behaviour of the DECIM stream cipher in a reference C implementation which directly simulates each component of the cipher. However, Decim is a hardware-oriented cipher. Therefore, the relevant performances are those obtained for hardware implementations. Here, we describe some solutions for the hardware design (a partial description in VHDL is also supplied).

### 6.1 The LFSR

We propose to increase the clock rate of the LFSR. A good trade-off between the throughput and the number of gates is obtained when the LFSR is clocked twice par step. It means that our circuit computes two feedback bits, $s_{t+192}$ and $s_{t+193}$, simultaneously. This can be achieved without increasing the circuit area by virtually decomposing the 192-bit LFSR $F$ into two shift registers, $F_{e}$ and $F_{o}$ of length 96 . The first LFSR $F_{e}$ contains all even taps of $F$ and $F_{o}$ all its odd taps:

$$
F_{e}=\left(s_{t+190}, \ldots, s_{t+2}, s_{t}\right) \text { and } F_{o}=\left(s_{t+191}, \ldots, s_{t+3}, s_{t+1}\right)
$$

At each clock, both $s_{t+192}$ and $s_{t+193}$ are computed. Both registers $F_{e}$ and $F_{o}$ are shifted and $s_{t+192}\left(\right.$ resp. $\left.s_{t+193}\right)$ enters the register $F_{e}$ (resp. $F_{o}$ ), as depicted in Figure 4.


Figure 4: Equivalent representation of LFSR with clock rate virtually multiplied by 2

### 6.2 The initialization step

The initialization of the LFSR internal state with the secret key and the IV is implemented with a multiplexer and a counter (the counter aims at deciding which operation between the key and the IV must be performed).

Unfortunately, during the initialization phase, the LFSR cannot be clocked twice per step, as the internal state is permuted by $\pi_{1}$ and $\pi_{2}$ depending whether the ABSG outputs one bit or not. Therefore, the LFSR must be clocked only once per step during the initialization phase and twice per step during the keystream generation. Such a variable clock rate can be achieved at almost no cost with the previously described implementation. We only have to update each LFSR cell $s_{t+i}$ with the output of a multiplexer, which takes the value $s_{t+i+1}$ during the initialization and the value $s_{t+i-2}$ during the keystream generation. A similar technique is used for updating the last 2 cells with the feedback bits. It leads to the implementation of the LFSR with variable clock rate, as described in Figure 5.


Figure 5: Implementation of the LFSR with variable clock rate: the clock rate is virtually multiplied by 2 when $\mathrm{ACC}=1$.

Finally, both permutations $\pi_{1}$ and $\pi_{2}$ used during the initialization can be implemented easily. Actually, the LFSR cells entering the permutations do not coincide with the feedback taps and with the inputs of the filters. This design reduces the fan-in/fan-out effects.

### 6.3 The filter

As the clock rate of the LFSR is virtually multiplied by 2 , the filter must be adapted to this acceleration. This requires to duplicate the functions in order to filter two successive virtual internal states of the LFSR simultaneously.

Our hardware realization of the filtering function is based on a recent design of symmetric functions [14] which improves the generic construction [17] in the case of low-degree functions. Any symmetric function of degree $d<2^{t}$ for some integer $t$ can be computed from the Hamming weight modulo $2^{t}$ of its input vector [4, 19]. For the quadratic symmetric function of 7 variables used in Decim,

$$
f\left(x_{1}, \ldots, x_{7}\right)=\sum_{1 \leq i<j \leq 7} x_{i} x_{j},
$$

we have that $f(x)=1$ if and only if $w t(x) \bmod 4 \in\{2,3\}$. Therefore, $f(x)$ corresponds to the 2 nd bit in the binary representation of $w t(x)$.

The Hamming weight modulo 4 can be computed with 2 full-adders in a sum $(s)$ propagate configuration (i.e. one input of a Full-adder in the stage is the $s$ output of the previous one) and a majority function. This circuit is depicted in Figure 6. Actually, the first full-adder computes

$$
x_{1}+x_{2}+x_{3}=s_{1}+2 c_{1} .
$$

Then, the second one provides

$$
x_{5}+x_{6}+s_{1}=s_{2}+2 c_{2} .
$$

And finally, the majority function gives

$$
c_{3}=M A J\left(x_{6}, x_{7}, s_{2}\right) .
$$

Obviously, $c_{3}$ corresponds to the carry bit of a full-adder. Then, it is easy to see that

$$
w t(x)=x_{1}+\ldots+x_{7}=\left(x_{1} \oplus \ldots \oplus x_{7}\right)+2\left(c_{1}+c_{2}+c_{3}\right) .
$$

Therefore, the second bit in the binary representation of $w t(x)$ corresponds to the parity of $\left(c_{1}+c_{2}+c_{3}\right)$, i.e. to the XOR between the 3 carry bits.


Figure 6: Boolean quadratic symmetric function

### 6.4 ABSG

Clearly, there is a trade-off between the size of the hardware implementation and the throughput of the cipher. It comes from the fact that, if we want that the buffer outputs one bit per clock, we need to implement the ABSG mechanism for a 4 -bit input. But, the size of the circuit for realizing the decimation increases with the number of its inputs. Here, we propose some partial solutions, but the problem of designing a 4 -input ABSG with low complexity is still open.

A hardware implementation of the ABSG with a single input bit is given in Figure 7. It requires 8 gates and 4 flip-flops (the complexity can even be lower if flip-flops with an enable input are available). The 3 memory bits respectively correspond to the first bit of the pattern, $p$, to the second bit in the pattern, $n$, and to the command, $c$. At time $t$, the bit $c$ equals 0 if and only if the input at time $t$ corresponds to the end of a pattern. The Boolean equations corresponding to the implementation are as follows, where $d(t)$ denotes the bit which enters the ABSG at time $t$.

$$
\begin{aligned}
p(t+1) & =[d(t) \wedge \neg c(t)] \oplus[c(t) \wedge p(t)] \\
c(t+1) & =\neg c(t) \oplus[c(t) \wedge(p(t) \oplus d(t))] \\
n(t+1) & =c(t) \wedge(p(t) \oplus d(t)) \\
\operatorname{out}(t+1) & =c(t) \wedge(n(t) \oplus d(t)) \\
\operatorname{control}(t+1) & =\neg[\neg c(t) \oplus c(t)(p(t) \oplus d(t))]
\end{aligned}
$$



Figure 7: Hardware implementation of the ABSG
But, with our implementation, the ABSG mechanism receives either 2 inputs (during the initialization phase) or 4 inputs during the keystream generation. Thus, we need to have a description of ABSG which enables to perform the pattern research in an efficient way.

The ABSG with 2 input bits can be easily represented by an automaton (see the VHDL description). However, implementing the ABSG with 4 inputs is more difficult.

- The first possibility is to serialize the bits output by the filtered LFSR and to clock a 2 -input ABSG at a speed rate multiplied by two compared to the speed of the filtered LFSR (or to clock a 1-input ABSG at a speed rate multiplied by four). This is easy but not always possible under important frequency limit constraints.
- A second solution consists in implementing directly the automaton which corresponds to the 4 -input ABSG. This automaton is quite efficient for the 2 -input ABSG, but it is quite big and complex for the 4 -input version.
- Another possibility is to describing the 4 -input ABSG with a table. The internal state takes 5 possible distinct values. With the previously described notation, these states correspond to:
- command $=0$;
- command $=1$, pattern $\in\{0,1\}$ and next $\in\{\neg$ pattern, ?\}, where the $?$ means that pattern corresponds to the bit that entered the ABSG at time $(t-1)$.

Therefore, we can build a table with 4 input bits corresponding to each one of the 5 possible internal state. The output of the table consists of the new internal state of
the ABSG, the number of output bits (which lies in $\{0,1,2\}$ ) and the corresponding output values. Therefore, each table outputs a 7 -bit value. Thus, the 4 -input ABSG can be represented by 5 tables of 14 Bytes.

## 7 Computational efficiency

DECIM has been designed for hardware implementations, not for software. Therefore, we deemed it purposeless to provide an optimized software implementation. The implementation we actually provide features abysmal performance because it was meant for illustration uses only, and favors readability over any kind of optimization. The performance measure, hence meaningless, is included only for administrative reasons (the ECRYPT call for contributions required explicitely that figure).

|  | Compiler | cycles/Byte |
| :---: | :---: | :---: |
| Pentium 4 $(2.5 \mathrm{GHz})$ | GCC 3.3.5 | 6687 |
| Pentium $4(2.5 \mathrm{GHz})$ | Intel CC | 5595 |

Table 1: Performance of the reference C implementation of DECIM

The number of gates involved in the proposed hardware implementation can be estimated as follows. This estimation uses the number of gates for elementary components given in [2], i.e. 12 gates for a flip-flop, 2.5 gates for an XOR, 1.5 gates for an AND and 5 gates for a MUX. Here, we have the following values for each component in the circuit:

- LFSR with variable clock rate, as described in Figure 5: 3334 gates, corresponding to:
- 192 flip-flops,
- 28 XORs,
- 192 MUX.
- Filtering function (two copies), as described in Figure 6: 74 gates, corresponding to:
- 26 XORs,
- 6 ANDs.
- 1-input ABSG, as described in Figure 7: 67 gates, corresponding to:
-2 MUX,
-3 XORs ,
- 1 AND,
- 4 flip-flops.
- 4-input ABSG, using a table: 6720 gates, corresponding to 70 KBytes.


## 8 Strengths and advantages of the primitive

The following design choices influence the miniaturization of the cipher system.

- The ABSG mechanism with 1 input bit has low-cost hardware implementation.
- The filtering function $f$ only depends on the Hamming weight of its input and it is used twice (and not more) in order to optimize the additional cost in hardware implementation.
- The choice of the LFSR taps involved in the feedback relation, in the filtering functions and in the initialization reduces the fan-in/fan-out effects.
- The IV injection/key schedule re-uses the main components of the keystream generation mechanism.

Furthermore, each component of Decim has been chosen to get a fast stream cipher.

- The computation of the quadratic symmetric Boolean function is efficient.
- The LFSR is clocked twice per step and two copies of the filtering function are used at each clock. It allows to reduce the size of the buffer, leading to a higher throughput.

Finally, the security of DECIM relies mainly on the security of the ABSG, and there is no identified attack better than exhaustive search.
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